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Preface

Computational molecular biology, or simply computational biology, is a term generally used to describe a broad set of techniques, models and algorithms that are applied to problems in biology. This is a relatively new discipline that is rooted in two different disciplines: computer science and molecular biology. Being on the border line between the two disciplines, it is related to fields of intensive research in both. The goal of this book is to introduce the field of computational biology through a focused approach that tackles the different steps and problems involved with protein analysis, classification and meta-organization. Of special interest are problems related to the study of protein-based cellular networks. All these tasks constitute what is referred to as computational proteomics.

This is a broad goal, and indeed the book covers a variety of topics. The first part covers methods to identify the building blocks of the protein space, such as motifs and domains, and algorithms to assess similarity between proteins. This includes sequence and structure analysis, and mathematical models (such as hidden Markov models and support vector machines) that are used to represent protein families and classify new instances. The second part covers methods that explore higher order structure in the protein space, through the application of unsupervised learning algorithms, such as clustering and embedding. The third part discusses methods that explore and unravel the broader context of proteins, such as prediction of interactions with other molecules, transcriptional regulation and reconstruction of cellular pathways and gene networks.

The book is structured also based on the type of the biological data analyzed. It starts with the analysis of individual entities, and works its way up through the analysis of more complex entities. The first chapters provide a brief introduction to the molecular biology of the main entities that are of interest when studying the protein space, and an overview of the main problems we will focus on. These are followed by a chapter on pairwise sequence alignment, including rigorous and heuristic algorithms, and statistical assessment of sequence similarity. Next we discuss algorithms for multiple sequence alignment, as well as generative and discriminative models of protein families. We proceed to discuss motif detection, domain prediction and protein structure analysis. All these algorithms and models are elemental to the methods that are discussed in the next couple of chapters on clustering, embedding and protein classification. The last several chapters are devoted to the analysis of the broader biological context of proteins, which is essential to fully and ac-
curately characterize proteins and their cellular counterparts. This includes
gene expression analysis, prediction and analysis of protein-protein interac-
tions, and the application of probabilistic models to study pathways, gene
networks and causality in cells.

The book is intended for computer scientists, statisticians, mathematicians
and biologists. The goal of this book is to provide a coherent view of the
field and the main problems involved with the analysis of complex biologi-
cal systems and specifically the protein space. It offers rigorous and formal
descriptions, when possible, with detailed algorithmic solutions and models.
Each chapter is followed by problem sets from courses the author has taught
at Cornell University and at the Technion, with emphasis on a practical ap-
proach. Basic background in probability and statistics is assumed, but is also
provided in an appendix to Chapter 3. Knowledge of molecular biology is not
required, but we highly recommend referring to a specialized book in molecu-
lar biology or biochemistry for further information (for a list of recommended
books, see the book’s website at biozon.org/proteomics/)

It should be noted that the interaction of computer science and molecular
biology as embodied in computational biology is not a one way street. In this
book we focus on algorithms and models and their application to biological
problems. The opposite scenario, where biological systems are used to solve
mathematical problems (as in DNA computing), is also of interest; however
it is outside the scope of this book. Nevertheless, it is fascinating to see how
biology affects the way we think, by introducing new concepts and new models
of computation (well known examples include neural networks and genetic
algorithms). This interaction invigorates fields like statistics and computer
science and triggers the development of new models and algorithms that have
a great impact on other fields of science as well.

Before we start, we should mention the term Bioinformatics, which is
equivalent to computational biology. Some make a distinction and use the
term computational biology to refer to the development of novel algorithms
and models to solve biological problems, while Bioinformatics is used to re-er to the application of these algorithms to biological data. However, this
difference in semantics is somewhat fuzzy, and practically the terms are used
interchangeably.